**ASSIGNMENT 1**

**Title:** Write a program to implement Fractional knapsack using Greedy algorithm and 0/1 knapsack using dynamic programming. Show that Greedy strategy does not necessarily yield an optimal solution over a dynamic programming approach.

**Software Requirement:** Ubuntu, C++ Compiler

**Theory:**

Greedy algorithms are simple and straight forward. They are shortsighted in their approach in the sense that they take decisions on the basis of information at hand without worrying about the effect these decisions may have in the future. They are easy to invent, easy to implement and most of the time quite efficient. Many problems cannot be solved correctly by greedy approach. Greedy algorithms are used to solve optimization problems

**1. Greedy Approach:** Greedy Algorithm works by making the decision that seems most promising at any moment; it never reconsiders this decision; whatever situation may arise later.

* When the problem has many feasible solutions with different cost or benefit, finding the best solution is known as an optimization problem. And best solution is known as the optimal solution.
* Decisions are completely locally optimal. This method constructs the solution simply by looking at current benefit without exploring future possibilities and hence known as greedy.
* The choice made under greedy solution procedure are irrevocable, means once we have selected the local best solution, it cannot be backtracked.

Thus, the choice made at each step in the greedy method should be:

* **Feasible:** Choice should satisfy problem constraints.
* **Locally optimal:** Best solution from all feasible solution at current stage should be selected.
* **Irrevocable:** Once the choice is made, it cannot be altered. i.e. if a feasible solution is selected(rejected) in step i, it cannot be rejected (selected) in subsequent stages.

Greedy algorithms are used to find an optimal or near optimal solution to many real-life problems.

* Knapsack problem
* Minimum Spanning Tree(MST)
* Single Source Shortest Path
* Job Sequencing Problem
* Huffman Code Generation

**Definitions of feasibility:** A feasible set (of candidates) is promising if it can be extended to produce not merely a solution, but an optimal solution to the problem. In particular, the empty set is always promising why? (because an optimal solution always exists)

A greedy strategy usually progresses in a top-down fashion, making one greedy choice after another, reducing each problem to a smaller one.

**2. Structure Greedy Algorithm**

Algorithm Greedy\_Approach(L,n)

//Description: Solve the given problem using greedy approach

//Input: L - List of possible choices, n-size of solution of given problem.

//Output: Set solution containing solution of given problem.

Solution🡨 Ф

for i🡨 1 to n do

Choice 🡨 Select(L)

if(feasible(Choice U Solution)) then

Solution 🡨 Choice U Solution

end

end

return Solution

**3.Dyanmic Programming**

It is Applicable when sub-problems are not independent.

* Subproblems share subsubproblems
* A divide and conquer approach would repeatedly solve the common subproblems
* Dynamic programming solves every subproblem just once and stores the answer in a table

It isused for **optimization problems**

* A set of choices must be made to get an optimal solution
* Find a solution with the optimal value (minimum or maximum)
* There may be many solutions that lead to an optimal value

**4. Knapsack Problem**

**Problem Statement:** Given a set of items having some weight and value/profit associated with it. The knapsack problem is to find the set of items such that the total weight is less than or equal to a given limit (size of knapsack) and the total value/profit earned is as large as possible.

* Let x = <x1, x2, ….. xn> be set of n items.

w = <w1, w2, ….. wn> set of weight associated with each item in x resp.

v = <v1, v2, ….. vn> set of value associated with each item in x resp.

* Knapsack problem can be

![](data:image/png;base64,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)

There are two versions of problem:

1. **Fractional knapsack problem**

The setup is same, we can take fractions of items, meaning that the items can be broken into smaller pieces so that we may decide to carry only a fraction of xi of item i, where 0 ≤ xi≤ 1. If a fraction xi of object i is placed into the knapsack, then a profit pi xi is earned.

* + The objective is to obtain a filling of the knapsack that maximizes the total profit earned.
  + The idea is to calculate for each object the ratio of value/cost, and sort them according to this ratio. Then you take the objects with the highest ratios and add them until you can’t add the next object as whole. Finally add as much as you can of the next object.

So, for our example: v(weight) = {4, 2, 2, 1, 10}

c(profit) = {12, 1, 2, 1, 4}

r = {1/3, 2, 1, 1, 5/2}

From this it’s obvious that you should add the objects: 5, 2, 3, and 4 and then as much as possible of 1.

We can choose objects like this:

* + Added object 5 (10$, 4Kg) completely in the bag. Space left: 11.
  + Added object 2 (2$, 1Kg) completely in the bag. Space left: 10.
  + Added object 3 (2$, 2Kg) completely in the bag. Space left: 8.
  + Added object 4 (1$, 1Kg) completely in the bag. Space left: 7.
  + Added 58% (4$, 12Kg) of object 1 in the bag.
  + Filled the bag with objects worth 15.48$.

1. **0-1 knapsack problem**

The setup is the same, but the items may not be broken into smaller pieces, so we may decide either to take an item or to leave it (binary choice), but may not take a fraction of an item.

**5. Algorithm:**

1. **Fractional Knapsack Problem Using Greedy Approach**

Algorithm Knapsack (X, V, W, M)

//Description: Solve knapsack problem

//Input X: Array of n items.

V: Array of Profit associated with each item.

W: Array of Weight associated with each item.

M: Capacity of knapsack

//Output SW: Weight of selected items

SP: Profit of selected items

S 🡨 Ф // set of selected items, initially empty

SW🡨 0 // weight of selected items, initially zero

SP🡨 0 // profit of selected items, initially zero

i🡨1

while i<=n do

if (SW + W[i])<=M then

S🡨 S U X[i]

SW🡨 SW+ W[i]

SP🡨 SP + V[i]

else

frac = (M-SW)/W[i]

S🡨 S U X[i] \* frac

SW🡨 SW+ W[i] \* frac

SP🡨 SP + V[i] \* frac

end

i🡨 i+1

end

1. **Binary Knapsack Problem using Dynamic Programming**

Algorithm DP\_BIN\_Knapsack(*V, W, M*)

//Description: Solve Binary knapsack using DP

//Input: Set of item X, Set of Weight W, Profit of items V, and capacity M.

//Output: Array V, solution of problem.

for i🡨 1 to n do

V[i,0]🡨0

end

for i🡨 1 to M do

V[0,i]🡨0

end

for i🡨 1 to n do

for j🡨 0 to M do

if w[i] <=j

V[i,j] 🡨 max{V[i-1,j], V[i]+V[i-1, j-w[i]]}

else

V[i,j] 🡨 V[i-1,j]

end

end

end

Algorithm Track\_Knapsack(*W, V, M*)

SW🡨{ }

SP🡨{ }

i🡨n

j🡨M

while(j>0) do

if (V[i,j]==V([i-1,j] then

i🡨i-1

else

V[i,j] 🡨 V[i,j]-Vi

j🡨 j-w[i]

SW🡨SW +w[i]

SP🡨 SP +V[i]

end

end

**6. Complexity Analysis**

**A. Greedy Strategy: Fractional Knapsack Problem**

* The main time taking step is the sorting of all items in decreasing order of their value / weight ratio.
* If the items are already arranged in the required order, then while loop takes O(n) time.
* The average time complexity of Quick Sort is O(nlogn).
* Therefore, total time taken including the sort is O(nlogn).

**B. Dynamic Programming: Binary Knapsack Problem**

* It finds optimal solution by constructing table of size n\*M.
* Where n is no. of items and M is capacity of knapsack
* This table can be filled up in O(nM) time.
* Running time using DP is O(n\*M)

**Conclusion:**

Fractional knapsack using Greedy algorithm and 0/1 knapsack using dynamic programming is implemented successfully.